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ABSTRACT
Breast cancer is one of the most common cancers among women in

the world, and it poses a huge threat to women’s health. Predicting

the survival status of breast cancer patients is of great significance

to the patients. At present, due to the low classification ability of

traditional machine learning algorithms, it is not enough to as-

sist clinical diagnosis. This study combined deep learning with

more powerful classification performance with medical diagnosis

to improve the accuracy of diagnosis. This study constructed a

model (MA) combining min-redundancy and max-relevance algo-

rithm(mRMR) and artificial neural network, which could not only

predict whether breast cancer patients would survive for more than

5 years, but also selected the features (genes)set that made clas-

sification results optimal. In terms of accuracy, the MA model’s

classification effectiveness could achieve 72.38%. Through survival

analysis to the optimal genes set, 11 genes highly correlated with

cancer survival were obtained.
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1 INTRODUCTION
Breast cancer is a malignant tumor that originates from breast

epithelial cells. Worldwide, there were about 2.1 million newly

diagnosed female breast cancer cases and 640 thousand deaths in

2018 [1]. Despite the survival rates in breast cancer have increased

due to improvements in the treatments, breast cancer is still one of

the leading causes of cancer-related death among women all over

the world [2, 3].

Cancer patients’ survival evaluation has an important reference

value for cancer patient’s diagnosis and treatment. Accurate pre-

diction for cancer patients’ survival can not only help patients

understand their life expectancy to keep their mental health, but

also assist clinicians in formulating precise treatment plans to en-

sure treatment effects. At present, clinicians usually judge how long

a patient can survive based on the pathological stage and clinical

characteristics. Limited by the doctor’s experience, the survival

prediction effect is poor. With the development of DNA microar-

ray technology, massive cancer gene expression data have been

accumulated. Extracting relevant gene characteristics from cancer

gene expression data provides new ideas for cancer patient survival

prediction.

In recent years, machine learning, especially deep learning has

developed rapidly [4-6]. As a new research direction in the field

of machine learning, deep learning has better performance than

traditional machine learning methods (such as SVM) and classical

statistical methods in classification. Medical diagnosis based on

deep learning provides a new way to predict the survival status of

cancer patients. Shreyesh compared the performance across three

of the most popular deep learning architectures (ANN, CNN, and

RNN) and found the ANN model was the best performing model

in lung cancer survival period prediction [7]. Khloud proposed a

supervised convolutional neural network (CNN) model trained on

images of 612 breast cancers to determined high- versus low-grade

breast cancer cells [8]. Cheng combined systems biology feature

selection with bimodal deep neural network to predict breast cancer

patients’ 5-year disease-specific survival [9]. Chen proposed a gene

superset autoencoder (GSAE) to predict breast cancer subtypes [10].
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Cancer gene expression data generally have the characteris-

tics of high dimensionality, small sample size, and non-linearity.

High-dimensional gene expression data contains many redundant

features, which brings a lot of difficulties to the classification re-

search, so reducing the number of features is particularly important.

Wang used PCA to reduce the dimension of data and diagnosed

cervical cancer with data after dimension reduction [11]. Lai ap-

plied systems biology methods to identify genes related to cancer to

achieve the purpose of reducing the number of features [12]. Toaar

used the min-redundancy and max-relevance method to reduce the

dimension of the feature [13].

Our research mainly included two parts. On the one hand, cancer

patients’ survival was predicted; on the other hand, some genes

related to cancer survival were found. In terms of discovering

biomarkers related to cancer, most of the current researches were

based on bioinformatics methods. Our research innovatively dis-

covered genes related to cancer survival using neural network and

bioinformatics methods.

2 MATERIALS AND METHODS
2.1 Data
As one of the most authoritative and comprehensive cancer

databases in the world, the TCGA database (https://portal.gdc.

cancer.gov//) contains 33 common cancer types’ genomics data

and cancer patients’ clinical information, ensuring the credibility

of these data [14]. Gene expression data and clinical information

data (including cancer patients’ survival time) of 1172 breast can-

cer samples (including 113 normal tissue samples and 1059 cancer

tissue samples) were downloaded from the TCGA database.

2.2 Preprocessing
The preprocessing on gene expression data and clinical information

data was as follows:

1) Low-expressed genes (gene expression level <10 in 80% of

samples) were deleted from gene expression data.

2) Differentially expressed genes analysis (analysis of variance +

fold change) between normal tissue samples and cancer tissue sam-

ples was performed. When the conditions (fdr<0.01 and log2|fold

change|>1) were met, genes related to cancer were obtained.

3) Z-score was used to standardize gene expression data.

4) According to whether the patients survived for more than

5 years, the cancer patients were divided into two groups: long-

survival patients and short-survival patients. 1 as the label of long-

survival patients and 0 as the label of short-survival patients.

2.3 Differentially Expressed Genes Analysis
Differentially expressed genes analysis is a common analysis

method in bioinformatics used to select genes related to cancer,

which usually combines significance analysis and fold change to

find differentially expressed genes in different groups.

Analysis of variance is one of the significance analysis methods,

which is used to analyze the overall mean between different data

sets to see if there are significant differences between them. As a

classic significance test method, analysis of variance can consider

the significance of multiple factors in one analysis.

Fold change is a method to determine the differentially expressed

genes by calculating the ratio of gene expression levels under two

conditions. In general, genes whose expression levels differ by 2

times or more between two groups are considered meaningful.

2.4 Min-Redundancy and Max-Relevance
Algorithm (mRMR)

When high-throughput sequencing data was used to predict the

survival time of cancer patients, a common problem was the "curse

of dimensionality". In our research, the number of samples was

limited, and the number of features was much larger than the num-

ber of samples, which brought certain difficulties to the learning

and prediction of the model. Besides, data with multiple features

and small sample size could lead to model over-fitting. Therefore,

for problems involving a large number of features, reducing the

dimensionality of the features became especially important.

mRMR obtained the best n features by maximizing the corre-

lation between features and target variables and minimizing the

redundancy between features. mRMR not only reduced the dimen-

sionality of the data set without causing significant information loss

but also selected the optimal combination of features among multi-

ple genes. mRMR used mutual information (Eq.1) to measure the

correlation between features and tags and the redundancy between

features.

I (x, y)=

∫∫
P (x, y) log

P (x, y)

P (x) P (y)
dxdy (1)

I () was the mutual information function. P () was the probability
density function. x and y were random variables.

As shown in Eq.2, mRMR used an incremental search method

to find the feature in X-Sm-1 that could maximize the correlation

between features and tags and minimize the redundancy between

features based on Sm-1.

max

xj∈X−Sm−1

[I
(
xj, c

)
−

1

m − 1

∑
xi∈Sm−1

I

(
xj,xi

)
] (2)

Sm-1 was the selected feature set. X-Sm-1 was the remaining feature

set. xi, xj were the features. I ()was the mutual information function.

c was the target variables.

2.5 Artificial Neural Network
The artificial neural network is an important algorithm model in

deep learning, and its performance is greatly improved compared

with traditional machine learning models. The artificial neural net-

work is composed of three parts: input layer, hidden layer, and out-

put layer. Among them, the connection mode of two adjacent layers’

network nodes is full connection. The artificial neural network can

effectively handle complex nonlinear systems and use hidden layers

in the network to abstract data at a high level, which improves the

generalization ability of the entire model. Therefore, the artificial

neural network has stronger learning ability, self-learning, and

self-adaptability.

A large number of genes are expressed in cancer patients. Genes

are not isolated, they are connected, interact with each other, par-

ticipate in or affect the same biological process. Considering the

complex relationship network between genes, it is difficult for tradi-

tional machine learning models to fit the correlations, while neural

https://portal.gdc.cancer.gov//
https://portal.gdc.cancer.gov//
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Figure 1: The Introduction to the MA Model.

networks can better simulate the nonlinear complex system be-

tween genes.

2.6 MA Model
MA model was combined by the min-redundancy and max-

relevance algorithm and the artificial neural network. The artificial

neural network was composed of 1 input layer, 2 hidden layers,

and 1 output layer, with the rectified linear unit (ReLU) as the ac-

tivation function, cross-entropy loss as loss function, and Adam

as the optimizer. The number of neurons in the first hidden layer

was the largest integer less than (the number of input features)/2.

The number of neurons in the second hidden layer was the largest

integer less than (the number of neurons in the first hidden layer)/2.

The parameters were set as following, learning rate = 0.001, decay

=0.0001.

Features after preprocessing were used as input. After the input

features were processed by min-redundancy and max-relevance

algorithm, n min-redundant and max-relevant features were ob-

tained. Then, nmin-redundant andmax-relevant features were used

for classification through an artificial network. The process was

repeated i (i was a positive integer &0<50i< (the number of features

after preprocessing)/2) times, and the number of min-redundant

and max-relevant features(n) was 50*i. Finally, the features set that

made the model’s classification effectiveness best were obtained.

The introduction to the MA classifier model was shown in Figure 1

2.7 Survival Analysis
Survival analysis is a statistical method that considers both results

and survival time. Survival analysis can make full use of the in-

complete information provided by the censored data, describe the

distribution characteristics of survival time, and analyze the main

Figure 2: 889 Differentially Expressed Genes (DEGS).

factors affecting survival time. In brief, survival analysis is a com-

mon bioinformatics method used to find factors related to survival

time.

3 RESULTS
3.1 Data after Preprocessing
As shown in Figure 2, after preprocessing on the gene expression

data, 889 differentially expressed genes (DEGS) were obtained. Con-

cerning clinical information data, a total of 138 samples (patients)

had the information "survival time". According to the clinical in-

formation data, we found that among the 138 patients, the number

of long-survival patients was 46 and the number of short-survival

patients was 92. Finally, 138 patients’ differentially expressed genes

expression data (138*889) and label data (138*1) were used for sub-

sequent analysis.

3.2 mRMR vs. PCA
PCA and mRMR have some similarities:

1) PCA and mRMR can reduce the dimensionality of data when

facing high-dimensional data.

2) Any number of features can be obtained.

We were not sure which PCA or mRMR had better performance

on feature reduction, so the classification effectiveness of artificial

neural network was compared under the different number of fea-

tures after being processed by PCA (or mRMR) (as shown in Figure

3). The artificial neural network was the same as the one in the MD

model. According to Figure 3, when PCA (or mRMR) reduced the

number of features (889 genes after preprocessing) to 10, 20, 30, 40,

50, 60, 70, 80, 90, 100, after 5-fold cross validation was performed

5 times, in terms of the average accuracy, mRMR was better than

PCA.

3.3 Optimal Feature Set
Features (889 genes) after preprocessing were used as input to

find the feature set that made the MA model’s classification effect

the best by comparing the classification effectiveness of the MA

model under different numbers of min-redundant and max-relevant

features.

When the number of features after min-redundancy and max-

relevance algorithm processing was 50, 100, 150, 200, 250, 300, after
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Figure 3: The Accuracy of ANN under the Different Number
of Features (mRMR vs. PCA).

Figure 4: The Accuracy of theMAModel under the Different
Number of Features.

5-fold cross-validation was performed 5 times, the average accuracy

of the artificial neural network was 0.7080, 0.7238, 0.6931, 0.6934,

0.7092, 0.7033(Figure 4). Finally, the MA model’s classification ef-

fectiveness got the highest accuracy at 72.38% when the number of

min-redundant and max-relevant features was 100.

3.4 Model Comparison
To verify the effectiveness of the proposed cancer survival predic-

tion model MA, three methods were adopted for comparison, re-

spectively the model (SB-DNN) Cheng [9] proposed, support vector

machines (SVM), and random forests (RF). When SVM and random

forest were used for comparison, they have the same preprocessing

as the MA model. The entire data set (889 genes expression data)

was randomly divided into the training set and test set according to

the ratio of 8:2. In order to ensure the fairness and robustness of the

research methods, the data set was randomly divided into 5 times,

and 5 experiments were carried out for each research method, and

the final evaluation index was the average of the 5 experiments. In

addition, in order to further verify the reliability of the proposed

model, four performance evaluation indicators were calculated for

each model-precision, accuracy, recall, and F1-score. Through the

evaluation of four models’ results, four models’ classification effects

Figure 5: Comparison between the MA Model and Other
Models.

were gotten. According to Figure 5, the accuracy, precision, recall,

and F1-score of the MA model were 0.7238, 0.7367, 0.7040, and

0.7084. According to the comparison results with other models, we

found that the MA model was better than SB-DNN, support vector

machines, and random forests in terms of classification effect, so

the MA model had good performance on cancer patient survival

prediction. We implemented SVM and random forests using sklearn

0.0 (pycharm, python).

3.5 Genes Related to Survival Prognosis
We analyzed 100 min-redundant and max-relevant genes and found

that 11 of them were highly correlated to the survival of cancer

patients by use of cox regression model (p-value<0.05). As shown

in Table 1, these 11 genes related to the patient’s survival prognosis

were ARNT2, CRTAP, ARHGAP23, TIMM17A, LMNB2, EZR, SIAH2,

SLC37A1, FRMD4A, SOX12, and HMGB3.

ARNT2 was positively associated with the prognosis of breast

cancer [15]. After being affected by increased expression of the

ARPC1B gene, CRTAP might exert a positive effect on treated pa-

tients [16]. ARHGAP23’s genetic alterations led to urothelial carci-

noma [17]. TIMM17A had potential in the prognosis and treatment

of breast cancer [18]. LMNB2 depletion suppressed the proliferation

and induced the apoptosis of triple-negative breast cancer cells [19].

EZR-AS1 knockdown significantly suppressed the proliferation and

cell cycle progression of breast cancer cells [20]. The genetic de-

ficiency in SIAH2 resulted in vascular normalization and delayed

tumor growth [21]. The up-regulation of SLC37A1 gene expres-

sion played a well-known stimulatory effect in breast cancer cells

[22]. SOX12’s knockdown significantly inhibited the proliferation,

migration, and invasion of breast cancer cells [23]. Regulation of

HMGB3 by miR-205 reduced both proliferation and invasion of

breast cancer cells and there was an indirect correlation between

the expression of HMGB3 mRNA and patient survival [24]. To sum-

marize, 11 genes we identified were related to cancer, and most of

the 11 genes were related to the survival and prognosis of patients,

which further validated our experimental results.

4 DISCUSSION
In the field of cancer medicine, cancer is closely related to the

expression ofmultiple genes, and the study of genes can discover the

biological mechanism behind cancer. As a classic feature reduction
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Table 1: Genes Related to the Patient’s Survival Prognosis.

Id Gene P-value

9915 ARNT2 0.0220

10491 CRTAP 0.0413

57636 ARHGAP23 0.0158

10440 TIMM17A 0.0172

84823 LMNB2 0.0238

7430 EZR 0.0063

6478 SIAH2 0.0452

54020 SLC37A1 0.0396

55691 FRMD4A 0.0306

6666 SOX12 0.0109

3149 HMGB3 0.0028

method, PCA can play a good role in dimensionality reduction.

PCA forms new orthogonal features by mapping n-dimensional

features to K-dimensional. Although the new features can retain

useful information from the original features, the new features have

no biological significance. mRMR used to reduce features not only

achieves the effect of dimensionality reduction but also the features

obtained by screening can also be used for biological analysis. Toaar

[13] and Wang [25] used mRMR in their research, but they didn’t

make a comparison between PCA and mRMR. Due to similarities

between PCA and mRMR, a comparison was needed.

In predicting breast cancer patients’ survival, Cheng [9] used a

different data set from ours. When we repeated Cheng’s experiment

based on TCGA data, we found that SB-DNN didn’t perform better

than the MA model. The clinical information provided by TCGA

wasn’t complete. In terms of breast cancer, there were a total of

1172 samples in TCGA, but only 138 samples (patients) had the

information "survival time". Perhaps this was the reason few people

used TCGA data for survival prediction. Besides, due to the small

sample size and the impact of other uncertain factors on patient

survival (such as patients’ mentality), it was difficult to improve

the accuracy of classification.

Comparing the MA model with other models was only part of

our research. The ultimate goal of our research was to find genes

related to breast cancer survival. Discovering genes related to cancer

survival using neural network and bioinformatics methods was

meaningful to targeted therapy and precision medicine.

5 CONCLUSION
In terms of dimensionality reduction effectiveness, compared with

accuracy, mRMR was better than the traditional dimensionality

reduction method PCA. Through the combination with the artifi-

cial neural network, we found that when the number of features

after being processed by mRMR was 100, the classification effec-

tiveness of the MA model was the best (72.38%). In addition, after

the survival analysis of these 100 features which made the MA

model’s performance the best, we found that 11 of the 100 genes

were related to the patient’s survival prognosis. As for the specific

biological mechanisms of these 11 genes that affected cancer pa-

tients’ survival prognosis, further biological research was needed.

Through comparison, the proposed MA method had a higher av-

erage accuracy value, so the MA model showed a more excellent

classification effect relative to other classification methods.
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